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How to notify a data breach in 30 days
Andrea Beatty, Chelsea Payne and Chloe Kim PIPER ALDERMAN

COVID-19 has seen an increase in cyber attacks. This

article outlines how to respond to a cyber attack leading

to a data breach. It discusses:

• which regulatory bodies to report to

• the requisite information that must and should be

provided to affected customers when advising

them of the breach and

• remediation and penalties

Eligible data breach
An eligible data breach will occur if there is:

• unauthorised access to

• unauthorised disclosure of or

• likelihood of unauthorised access or disclosure of,

personal information, where a reasonable person would

conclude that the disclosure would likely result in

serious harm to any of the individuals and there is an

inability to prevent the likely risk of serious harm with

remedial action.1

When to notify
If an entity suffers or is suspected to have suffered an

eligible data breach, it must provide a report to the

Office of the Australian Information Commissioner (OAIC)

and the affected individuals. Reporting should occur as

soon as possible to minimise the risk of harm. In any

event, the investigation of the incident and subsequent

reporting should occur within 30 days of the incident.

Entities should take care to notify any affected

individuals as soon as reasonably possible to alert them

of the data breach and how they may have been affected.

The breach may need to be reported to other bodies.

These include:

• Australian Federal Police through the Australian

Cyber Security Centre (ACSC)

• the entity’s Board of Directors and/or shareholders

• relevant government bodies in circumstances where

government identifiers have been compromised eg

tax office if the breach involves a disclosure of tax

file numbers

• Australian Securities and Investments Commis-

sion (ASIC) through the Australian financial ser-

vices licence (AFSL) breach reporting regime

(and soon to be Australian credit licence (ACL)

breach reporting regime) or

• the ACL Annual Compliance Certificate and Aus-

tralian Competition and Consumer Commission

(ACCC) Scamwatch

The most appropriate bodies to report to would

depend on the circumstances of the breach. Affected

entities should also notify their relevant insurance pro-

viders of the data breach.

A data breach does not directly raise liability with the

Privacy Commissioner. However, entities may be liable

if the Commissioner considers that there is a serious or

repeated failure to comply with its obligations under the

Privacy Act. This would arise in instances where an

entity has breached the Australian Privacy Principles

(APPs) or fails to meet the reporting or notification

obligations under Pt IIIC of the Privacy Act, so it is

imperative that the entity ensures that it complies with

these obligations.

OAIC reporting
There are two stages involved in reporting to OAIC.

The first stage includes preparing a statement to

provide to the Information Commissioner and the sec-

ond is to take the reasonable steps and notify individuals

and companies who have been affected by the breach. A

report should be made as soon as practicable after

becoming aware of the breach. Reporting entities should

also provide a copy of the statement sent to affected

individuals to the Information Commissioner.

The eligible data breach statement to the OAIC needs

to include:

• the entity’s name and contact details2

• a description of the eligible data breach — this

needs to include information such as:3

— the date (or date range) of the unauthorised

disclosure or breach

— the date the data breach was detected

— the circumstances of the data breach
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— who has obtained or is likely to have obtained

access to the information — the OAIC would

be satisfied that the entity has to date been able

to identify that the attacker appears to be an

external third party and

— relevant information about the steps the entity

has taken to contain or remediate (if possible)

the breach

• the kind or kinds of information involved in the

eligible data breach4 and

• what steps the entity recommends that individuals

take in response to the eligible data breach5

Customer notification and alerts
The manner of notifying affected individuals will

depend on the nature of the breach and will generally be

in the manner that customers usually use to contact

individuals. Communications must also be secure and

reasonably allow individuals to continue to protect their

privacy.

Affected individuals should also be notified of the

data breach which can be done through the issuing of a

statement. This must include:

• the identity and contact details of the entity

• a description of the eligible data breach

• the kind or kinds of information involved in the

eligible data breach and

• what steps the entity recommends that individuals

take in response to the eligible data breach6

If an entity’s company name is different to its

business or trading name, the OAIC has recommended

that they use the name which is most familiar to

individuals and to ensure the proper contact details have

been included.

In their statement to individuals, the OAIC recom-

mends entities include the requisite information concern-

ing the data breach so that affected individuals are able

to properly assess the consequences of the data breach

for themselves and take proactive and protective actions

in response. Additional specific information regarding

the eligible data breach that should also be notified

includes:

• the date, or date range, of the unauthorised access

or disclosure

• the date the entity detected the data breach

• the circumstances of the data breach (such as any

known causes for the unauthorised access or

disclosure)

• who has obtained or is likely to have obtained

access to the information and

• relevant information about the steps the entity has

taken to contain or remediate the breach

Depending on the severity of the breach, entities

should also consider providing customers with addi-

tional information. Entities may wish to direct customers

to where they may be able to locate the latest updates

and FAQs about the breach or direct customers to update

their password and security checks. Customers should

also be provided with external privacy and security

guidance on the OAIC’s website and the relevant refer-

ences. This may be an ACSC reference number if a

police report has been made. Entities could also identify

any remediation services available such as IDCARE

support services or credit report monitoring by credit

bureaus.

Remediation
Consequently, if the data breach is the result of a

malicious attack, there is potential that the attacker can

hold onto the stolen information for any period. There-

fore, there is a need to be vigilant and maintain ongoing

monitoring services to protect individuals’ information.

Appropriate steps to take if an individual’s identifi-

cation or financial information has been accessed or

stolen include:

• engaging a credit reporting body and service that

will notify individuals if there is any activity on

their credit report

• telling individuals to notify their authorised deposit-

taking institution (ADI) so they can cancel their

bank cards, obtain new ones and monitor transac-

tions on their account

• recommending IDCARE services to assist with

personalised case management in addressing any

specific identity or personal information concerns

affected individuals may have and to assist in

navigating any additional response measures affected

individuals may wish to take and

• provide dark web monitoring services to be noti-

fied if the stolen data is being sold online

Penalties
The legal consequences for breaches of the Privacy

Act may include a public investigation resulting in civil

penalties of up to 10,000 penalty units — $2.1 million at

the time of writing.

The potential for reputational damage can be even

more harmful. The inevitable public relation issues

nightmare following a data breach can cause consider-

able financial damage and has the potential to impact

future revenues.
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Future litigation concerns
Individuals may have a right to sue for loss suffered

as a result of a data breach under Australian law. They

may bring a claim in contract if the contract includes

provisions regarding liability for loss or damage as a

result of negligence or a data breach, or a claim in tort

for breach of privacy. Any claim regarding negligence

would likely be unsuccessful if it is demonstrated that

reasonable steps were taken to prevent the breach and

mitigate loss suffered.

Directors are subject to a corporate officer’s duty of

care, skill and diligence under s 180 of the Corporations

Act 2001 (Cth). Directors and officers may be found to

have breached this duty if it is found they did not have

effective procedures in place to comply with data

protection obligations and the breach notification regime.

These potential liabilities emphasise the need to

ensure that entities carefully manage the steps it has

taken to investigate the email scam, mitigate damage to

affected email recipients and comply with its obligations

under the Privacy Act.

In conclusion, when a notifiable data breach has

occurred, entities should take the proper cautionary steps

to identify the harm and notify the requisite bodies about

it. As there are reporting guidelines provided by the

OAIC, it is important that entities comply with them and

clearly identify the information requested.
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Footnotes
1. Privacy Act 1988 (Cth), s 26WA.

2. Above, s 26WK(3)(a).

3. Above n 1, s 26WK(3)(b).

4. Above n 1, s 26WK(3)(c).

5. Above n 1, s 26WK(3)(d).

6. Above n 1, s 26WK(3)(a).
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Digital signatures in the COVID-19 world
Charles Harrison and Martin Slattery CARROLL & O’DEA LAWYERS

Introduction
Given the COVID-19 world in which we now all 

operate, we are likely to see an increased use of digital 
signatures in the legal and commercial spheres going 
forward. Whilst courts generally consider that digital 
and electronic signatures are “a fact of modern commer-

cial life”,1 it is important for businesses and individuals 
to consider how their private data and information is 
stored, processed, maintain, accessed and secured.

Key points/how does it affect you

What are digital signatures?
Digital and electronic signatures have been used in 

the commercial and legal industries since at least 2000. 
At the Federal level, the use of digital and electronic 
signatures is governed by the Electronic Transactions 
Act 1999 (Cth) (Commonwealth ETA). There are similar 
statutes in each state and territory.2

Pursuant to s 10 of the Commonwealth ETA, elec-

tronic and digital signatures will have the same effect as 
written signatures where the requirements of “identity”,3 

“reliability”,4 and “consent”5 have been satisfied.

Although there is some debate over exact definitions:

• A “wet signature” refers to an individual physi-

cally marking a document (ie with a pen).

• An “electronic signature” refers to the acknowl-

edgement or adoption of an electronic message,

transaction or document (ie an “electronic ver-

sion” of someone’s signatures which is placed

onto a document, a typed name on an electronic

form or document, a scribbled name on a device

following a delivery).

• A “digital signature” uses “cryptographic authen-

tication technology” which is an encryption sitting

underneath the signature and provides for the

tracking of each step of the execution/signature

process and can assist parties (and a court) in

determining who actually signed the document

and when they purportedly signed it. Programs

such as Adobe EchoSign and DocuSign are now

commonly used by businesses and individuals to

facilitate digital signatures.

Whilst in times gone by, there would have been a

crowded boardroom with individuals — dressed in nice

suits — attending to the signing of voluminous amounts

of paper (within nicely laminated folders), this is increas-

ingly becoming an antiquated form of operating. Obvi-

ous benefits of digital signatures are that it makes

commercial dealings more efficient, quick and cost-

effective. And it saves paper and improves sustainability.

What are the privacy considerations?
Digital signatures necessarily involve the uploading

and exchange of documentation in a cloud platform. A

question arises as to commercial confidentiality when

documents are uploaded to cloud platforms. Companies

who provide these services purport that when documents

are uploaded to their platform, the substantive content of

the document, agreement, contract or the like is encrypted;

meaning they have no control over, or access to, the

specific contents of the documents.

In engaging an external service provider to store

documents and information in the cloud, individuals and

companies must be satisfied that the cloud service

provider can adequately protect the security of docu-

ments and other data. They should also be satisfied that

documents uploaded to the platform are protected from

unauthorised amendments, which is a particular risk

with an increase in cybercrime and hacking, both nation-

ally and globally.

A key consideration is where the cloud server (which

hosts the relevant contents and data) is located. Where

the server is hosted overseas, it will generally be subject

to both its local laws regarding data protection and the

laws of the nation hosting the server. Foreign govern-

ment agencies can — legally — have more extensive

powers to access information. Realistically, is it likely

that companies, let alone individuals, are going to

examine the small print of where the data is going to be

stored? Maybe ... but maybe not and the risk of not

doing this is that it could result in a material breach of

private information.

What protections exist in Australia?
The Privacy Act 1988 (Cth) governs and regulates

how relevant businesses handle personal information.

Personal information is defined as any information or
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opinion about an individual who is “reasonably identi-

fiable”. Businesses subject to the Privacy Act (ie a

business with an annual turnover of $3 million) are

subject to the obligations set out in the Australian

Privacy Principles (APP).

The obligations can be summarised as follows:6

• The privacy policies of cloud providers must

notify customers as to what personal information

will be collected and state the intended disclosure

arrangements of that personal information, includ-

ing whether it will be placed in any international

data storage locations.

• Cloud servers can only disclose personal informa-

tion internationally if the overseas recipient does

not breach the APPs.

• Cloud servers must give customers their personal

information upon request.

• Cloud providers must take reasonable steps to

secure personal information from misuse, interfer-

ence or loss and from unauthorised access, modi-

fication or disclosure, including security breaches

that occur internationally.

• Cloud providers must take reasonable steps to

delete or de-identify personal information that is

no longer needed for the purpose for which it was

originally stored.

There will also, in appropriate scenarios, be remedies

available under the Australian Consumer Law as it

provides customers with protections including, but not

limited to, those involving false and misleading conduct,

unfair contractual terms and unconscionable conduct.

APP 8 and APP 11
APP 8 states that a relevant entity (such as a cloud

server) which discloses personal information about an

individual to an overseas recipient must take “such steps

as are reasonable in the circumstances” to ensure that it

complies with the APPs generally. In certain circum-

stances, an act done, or a practice engaged in, by the

overseas recipient is taken, under s 16C of the Privacy

Act, to have been done, or engaged in, by the APP entity

and to be a breach of the APPs.

APP 11 states that if a relevant entity holds personal

information, the entity must take such steps as are

reasonable in the circumstances to protect the informa-

tion from misuse, interference and loss; and from

unauthorised access, modification or disclosure. APP 11

further holds that such personal information is destroyed

or de-identified once the entity no longer requires the

information.

Importantly, the Federal Court can impose civil

penalties of up to $2,100,000 per breach for each serious

and/or repeated interference with an individual’s pri-

vacy.7 Therefore, there is an incentive for cloud servers

that facilitate exchange of documents via digital signa-

tures to comply with the Privacy Act and the APPs.

Best practice
Best practice for Australian cloud servers will be to

ensure that they operate in accordance with the Privacy

Act and other global privacy regimes and standards,

such as the European General Data Protection Regime.

Such practices will involve allowing customers to sub-

mit requests regarding their personal data, customers to

determine their account retention policies, allowing

customers to choose where their data will be located,

and having privacy policies which are easily accessible

and understandable (to the non-Bill Gates’ of the world).

Conclusion
As technology in this area becomes increasingly

sophisticated and more widely and regularly used, it is

likely that breaches of the Privacy Act will rise and

result in financial penalties. It is important for both

servers which facilitate the exchange of documents

using digital signatures and for companies/individuals

who utilise such services to be aware of their rights and

obligations when it comes to privacy and, in particular,

the storage and maintenance of personal and/or impor-

tant data.
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Footnotes
1. Stuart v Hishon [2013] NSWSC 766; BC201303109 at [34].

2. Including the Electronic Transactions (Victoria) Act 2000

(Vic), the Electronic Transactions Act 2000 (NSW), the Elec-

tronic Transactions Act 2000 (Tas), the Electronic Communi-

cations Act 2000 (SA) and the Electronic Transactions Act 2011

(WA).

3. Electronic Transactions Act 1999 (Cth), s 10(1)(a).

4. Above n 3, s 10(1)(b).

5. Above n 3, s 10(1)(c).
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6. Australian Government Department of Communications Cloud

Computing and Privacy: Consumer Factsheet (2014) www.

communications.gov.au/sites/default/files/2014-112101-CLOUD-

Consumer-factsheet.pdf?acsf_files_redirect.

7. Privacy Act 1988 (Cth), ss 80W and 13G.
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Current status of China’s cybersecurity — data
protection laws
Dr Robert Walters VICTORIA UNIVERSITY

China has emerged as an international leader in many

areas of technology.1 The cybersecurity laws that were

recently implemented have evolved to not only serve the

sovereign needs of the state but also provide a level of

protection to its citizens’ personal data over the internet.

It would be incorrect to think that China does not

consider privacy as a broader concept or right that

requires protection. This article will discuss the current

status of China’s data protection and cyber laws that, in

part, provide a level of privacy protection. It will focus

on the important principles of the law, the concept of

consent and the definition of personal data-information.

Introduction
According to Li-ming Wang,2 there have been four

stages of development of privacy in China including:

1) protection by analogy3

2) personality interest protection4

3) protection by tort law5 and

4) a separate human right under Art 110 of the

General Provisions of the Civil Law that was

enacted in 2017

Over the past 5 years there has been a significant

transformation in data protection-cybersecurity law in

China. In March 2018, the National Information Secu-

rity Standardisation Technical Committee of China (TC260)

issued a national standard, the Personal Information

Security Specification which covers the collection, stor-

age, use, sharing, transfer and disclosure of personal

information.6 Wei Sheng is of the view that the Personal

Information Security Specification7 has many similari-

ties to that of the European Union General Data Protec-

tion Regulation (GDPR).8 The Constitution of the People’s

Republic of China (PRC) provides for the “personal

dignity” and “residences” of citizens are inviolable and

that citizens’ “freedom and privacy of correspondence”

are protected by law.9 The General Principles of Civil

Law further provides that:

All citizens and legal persons are entitled to the right to
reputation. The personal dignity of citizens is protected by
law. The use of insults, defamatory statements and other
means to damage the reputation of citizens and legal
persons is prohibited.10

The Cybersecurity Law of the PRC (Cybersecurity

Law),11 provides the basis for data protection. On

1 October 2019, China’s Regulations on Network Pro-

tection of Children’s Personal Information came into

effect.12 Article 1 of the Cybersecurity Law provides that

this law is developed for the purposes of guaranteeing

cybersecurity, safeguarding cyberspace sovereignty, national

security and public interest, protecting the lawful rights

and interests of citizens, legal persons and other organisa-

tions, and promoting the sound development of eco-

nomic and social information.13

Article 22 provides that network products and ser-

vices shall comply with the compulsory requirements of

relevant national standards. Providers of network prod-

ucts and services shall not install malware. When a

provider discovers any risk such as security defect and

vulnerability of its network products or services, it shall

immediately take remedial measures, inform users in a

timely manner and report it to the competent department

in accordance with relevant provisions. Providers of

network products and services shall continuously pro-

vide security maintenance for their products and ser-

vices, and shall not terminate the provision of security

maintenance within the stipulated period or the period

agreed upon by the parties.

Principles of personal information security
Rather than the Cybersecurity Law highlighting the

general principles of personal information protection,

this has been left to the Information Security Technology

Personal Information Security Specification (ISTPISS).14

The ISTPISS places considerable obligations on per-

sonal information controllers to implement the prin-

ciples and is enforceable. The ISTPISS requires that the

management of personal information be undertaken

commensurable to powers and responsibilities that minimise

the damage to the lawful rights and interests of the

personal information subject.

The Cybersecurity Law arguably takes a greater

focus on securing the infrastructure through formulating

and continuously improving cybersecurity strategies,
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policies and procedures for key sectors.15 That is:

• Article 5 reinforces this point whereby the state is

required to monitor and prevent cybersecurity

risks and threats arising both within and without

the mainland territory of the PRC.

• Article 6 is an important expression of the sover-

eign needs of the state and reinforces its current

governance arrangements. It enables the state to

promote and advocate the notion of cybersecurity

more broadly in a sincere, honest, healthy and

civilised way to require the conduct of individuals

to be undertaken according to the core socialist

values of the state.

• To protect the state, Art 7 enables international

exchange and cooperation in areas of cyberspace

governance, research and development of network

technologies, formulation of standards, and follow

up crackdown of cybercrime and illegality. Article 7

goes on to promote an environment of peaceful,

secure, open and cooperative cyberspace by estab-

lishing a multilateral, democratic and transparent

internet governance system.

• Article 9 requires that network operators carrying

out business and service activities not only comply

with the law but also abide by commercial ethics,

be honest and credible, perform obligations to

protect cybersecurity, accept supervision from the

government and public, and bear social responsi-

bility.

• Article 10 places a level of responsibility on those

individuals and entities constructing and operating

these networks to ensure they are developed accord-

ing to national standards.

They are required to adopt technical measures to

safeguard cybersecurity while ensuring operational sta-

bility, and as efficiently as possible, respond to cybersecurity

incidents.

Definition of personal data
China’s Cybersecurity Law does not define personal

data or personal data-information or sensitive personal

data-information. However, such a definition can be

found in the ISTPISS for both personal and sensitive

personal information. Firstly, personal information con-

stitutes all information whether recorded by electronic

or other means. It also means that that information can

be used alone or combined with other information and

can identify a natural person. Personal information also

extends to that information that reflects the activities of

the natural person. A person able to be identified from

their activities is a unique feature of the framework, and

is something that is not explicitly stated in developing

countries’ laws. Nonetheless, personal information includes

name, date of birth, identity card numbers, biometrics,

addresses, telecommunication contact methods, commu-

nication records and content, account passwords, prop-

erty, credit, location data, accommodation, and health,

physiological and transaction information. Sensitive per-

sonal information includes information that once leaked,

illegally provided or abused can threaten the personal

and property security of the individual. It also extends to

that information that can cause personal reputational,

physical or mental health damage, or discriminate against

the individual. Similar to general personal information,

sensitive information includes identity card numbers,

biometrics, addresses, telecommunication contact meth-

ods, communication records and content, account pass-

words, property, credit, location data, accommodation,

and health, physiological and transaction information. It

also includes all personal information pertaining to

children under the age of 14,16 which has been afforded

extra protection in 2019.

Protections
While there is no formal recognition of the Right to

Be Forgotten, the ISTPISS extends the rights of citizens

to seek that their personal information is managed to

rectify and correct an error or if that information is

incomplete, the controller is to modify the informa-

tion.17 Moreover, Art 7.6 allows a data subject to request

of a controller that their personal information be deleted.

However, the ability for personal information to be

deleted can only be achieved when a controller has

violated the laws in relation to the collection of that

information, or the agreement for the collection of that

information has been violated. This also extends to any

agreement for the transfer of the personal information to

third parties and disclosure of that information. Any

transfer to a third party is to cease as soon as possible

upon receipt of a request by a data subject for the

deletion of their personal data. The disclosure of per-

sonal information is to also cease as soon as the data

subject has requested that it be deleted.

Consent
Consent is neither defined or described in terms of

how and what it might constitute. Arguably, the fluid

nature of the term has been developed to meet China’s

sovereign needs, with such a large population when

compared with many other countries in the world. The

ISTPISS describes how the concept of consent operates

in relation to personal information. In other words, prior

to the collection of personal information authorised

consent is to be obtained by the controller.18 While it is

not clear as to what authorised consent means, it applies

to the purpose, manner, frequency of collection along
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with the storage location and period to which the

information will be stored (the controller’s data security

capabilities, information related to sharing, transfer and

public disclosure). On the other hand, when personal

information is collected indirectly there is a requirement

on the provider of that information to inform the

recipient of the information source and ensure its legiti-

macy has been confirmed. Again, the processor of the

personal information that has been collected indirectly is

to understand the authorised consent, including the

purpose, sharing, transfer and public disclosure.

However, where an organisation needs to process the

personal information for its own business needs, which

are beyond the scope of the initial authorised consent,

the organisation will need to obtain explicit consent

from the data subject. Nevertheless, there are exceptions

to the above, and the controller responsible for handling

personal data is not required to obtain authorised con-

sent for the collection and use of that information when

it directly relates to national security, national defence,

public safety, public health and interest.19 It also applies

to criminal investigations, prosecution, trial and judg-

ment of enforcement. Further exemptions apply when

there is a need for safeguarding major lawful rights and

interests pertaining to property of the data subject or

other persons, and moreover, when it is difficult to

obtain the consent from the data subject. The exemp-

tions also extend to when the data subject voluntarily

allowed the collection of their personal information by

the general public. This would likely arise when indi-

viduals upload their personal information to apps and

websites that are generally available to the broader

public. When the personal information has been made

public for example, through news reports and open

government information, authorised consent is also not

required. It also pertains to when it is necessary to sign

and perform a contract that has been agreed and approved

with a data subject, and to maintain the safe, stable

operation of products and services.

On the backdrop of the above exemption(s), the

requirement for a controller to obtain explicit consent

for the collection of sensitive personal data extends to

when a data subject has provided the information freely,

and it is specific, clear and unequivocal.20 Additionally,

there are further requirements whereby a controller

collects personal sensitive information. Thus, prior to

the collection of this information, whether voluntarily or

automatically, the controller is to inform the data subject

of the core function of the provided products or services

and the sensitive information that will be collected. The

controller is also required to disclose the impacts which

may occur if the data subject refuses to provide it or

refuses to provide consent. Note that below there are

different requirements for consent for children who are

14 years old or younger. Controllers are encouraged to

provide options to the data subject, whereby they are to

allow the subject to choose whether the provisions or

automatic collection of sensitive data should be allowed.

In practice, it would be interesting to better understand

how this operates. However, where the products or

services provide additional functions and sensitive per-

sonal information is collected, the data subject would

need to be fully informed as to why that information is

being collected. Importantly, where the data subject

rejects the collection of that sensitive data, effectively

the function of collection is to cease.21 However, any

request to cease the collection of data should not impede

the business operations of the organisation. For instance,

this would be important information for a hospital, yet a

local garage that services one’s car might not require

sensitive personal information to be collected and used.

Children

The year 2019 marked, in our view, a significant

turning point in China’s approach to protecting personal

data over the internet. They established a very important

legal initiative to provide further protection for children

online. While, in large part, the new controls do resemble

the developments of the EU, China subtly digressed

from the European equivalent. On 22 August 2019, the

Cyberspace Administration of China (CAC) released a

new data privacy regulation related to children, the

Provisions on Cyber Protection of Personal Information

of Children (儿童个人信息网络保护规定) (PCP-

PIC).22 The regulation came into effect on

1 October 2019 and applied within the PRC. The

PCPPIC’s purpose is to protect the security of children’s

personal information and promote the healthy growth of

children in the PRC. However, the PCPPIC is limited to

minors under the age of 14 but leaves a regulatory gap

for minors aged 14 or above.23 In particular, this could

also give rise to issues such as what rights minors will

have in relation to their personal information which has

already been collected when they reach the age of 14 and

whether they should be treated as adults under data

protection laws at that time. Furthermore, the 29 Articles

sets forth high-level requirements for the collection,

storage, use, transfer and disclosure of the personal

information of children within PRC territory.

Moreover, in our view, one of the most important

inclusion China has introduced is the expansion on the

concept of consent for children 14 years old and

younger. That is, the new laws require data controllers

the personal information (data) of children as sensitive

information. They must obtain express consent from the

child’s guardian(s) for the processing of personal infor-

mation. The special protection measures applicable to

sensitive personal information under the ISTPISS will
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also apply to children’s personal information. The law

further provides that these required measures include

separate consent for each function of a service or

product, encryption of data for storage and transmission,

request-based internal access authorisation, prior notifi-

cation and express consent before data sharing or

transferring. The model privacy policy attached to the

ISTPISS also includes a section on processing of chil-

dren’s personal information.24

There are six key areas where consent will be

required from a guardian, including;

• purpose, scope, method, and term of collection,

storage, use, transfer and disclosure of information

• the storage location and treatment of information

after the agreed term expires

• security measures to keep information protected

• consequences for parents or guardians who refuse

to provide consent

• platform where parents or guardians can report

violations or file complaints with the network

operator in regard to mishandling children’s per-

sonal information

• consent will be viewed as necessary when meth-

ods for the revision and deletion of children’s

personal information, or a substantial change by

network operators are required to re-obtain paren-

tal or guardian consent25

The PCPPIC establishes a framework that requires

parental/guardian consent and network operator respon-

sibilities to protect children’s data privacy. However,

one of the fundamental differences are the age limita-

tions. In the EU, the GDPR has an age limit of 16,26

whereas China has 14. However, in accordance with

Art 8 of the GDPR, member states of the EU can

regulate to the age of 13 years.

Proposed 2020 law reform
In 2020, it has been reported that China will embark

on implementing more specific data protection laws. It is

proposed that China will implement two separate laws:

1) the Personal Data Protection Law and 2) Data

Security Law in 2020, which are a matter of priority.27

Qiheng Chen28 believes that the draft adopted a

contractual approach to transferring data from domestic

network operators to foreign data receivers. This approach

draws from the EU GDPR’s binding corporate rules that

allow multinational companies to transfer data interna-

tionally between their subsidiaries. Another develop-

ment is a provision to allow the termination of cross-

border data transfers if the contract cannot be implemented

due to changes to the legal environment of the country

where the recipient is located. This clause can be

interpreted as a response to extraterritorial data laws

such as the United States’ Clarifying Lawful Overseas

Use of Data (CLOUD) Act.29 The draft cemented the

separate treatment of personal information and impor-

tant data. The latter refers to information that, if leaked,

may infringe on national security. The new draft focused

solely on the outbound transfer of personal information

which hinted at a forthcoming twin draft for important

data.30 In addition, consent is likely to be diluted.

Currently, no outbound transfer would be allowed with-

out consent by the personal information subject. The

proposal is likely to result in consent being needed only

for the onward transfer of sensitive personal informa-

tion — a small subset of personal information — to third

parties.31 However, these new proposals require further

vigilance until China releases the final versions that will

be implemented.

Conclusion
The concept of privacy in China is complex. They

have, to date, taken a greater focus on establishing

strong laws around protecting the systems, platforms

and infrastructures. China’s approach is better under-

stood as a kind of policy guideline or regulation and that

government authorities are likely to refer to the specifi-

cation when conducting various reviews.32 Finally, fur-

ther vigilance will be required by practitioners once

China releases their updated laws.
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The bottomless abyss of data in a technological
and computerised world: The privacy of
Australians’ data and the Internet of Things
Murray Thornhill, Fintan Daniel Roberts and Kai Yuin Yeo HHG LEGAL GROUP

Introduction
In an increasingly technological and computerised

world, constantly shifting privacy challenges have become

commonplace. In the news recently, for example, we

have seen how a significant breach of the data stored by

Optus resulted in the data of 50,000 Australians being

exposed.

Two recent developments have been in the expanding

Internet of Things (IoT) and its interrelation with cloud

computing. The interrelation of these two systems pro-

vides a vast array of benefits for improving the way in

which we carry out work and organise our personal

lives. However, while these systems may make our lives

easier, they also pose significant privacy concerns.

What is the Internet of Things and cloud
computing?

The IoT refers to “an ecosystem in which applica-

tions and services are driven by data collected from

devices that sense and interface with the physical

world”.1 These devices generate huge amounts of data

based on usage, for example the number of times the

doors of a smart refrigerator are opened or when a user

would normally set an alarm using a smart assistant. It is

important to note that, currently, this IoT technology

does not enable the storage or organisation of the data in

the connected devices, meaning that this collected data

must be stored elsewhere. On its own, the data collected

as part of the IoT would not be entirely meaningful.

However, cloud computing complements the IoT by

providing a central remote location for the storage and

retrieval of data generated by the IoT. In other words,

cloud computing is what enables IoT devices to work

efficiently.2 Using infrastructure provided by cloud ser-

vice providers, organisations and individuals are able to

store, transfer and receive the data generated from IoT

devices from any place, anytime. This, however, does

not occur in some mystical virtual data-receptacle.

Rather, the reality is that any information uploaded still

has to be stored in a physical data centre.

Coupled together, we have a system where data about

how we live our everyday lives is being stored in a

central storage location accessible by the collecting

organisation. This process is so discrete that we are often

not aware that our data is being collected continuously

as we use those devices. These devices also often work

in sync with other devices in the same “family”, such as

syncing between Google products and services, or between

Samsung products and services. These smart devices

would not be able to do so without generating data and

using cloud computing to organise the data.

As we move towards “smart cities”, “smart trans-

port”, “smart living” and so on, the privacy issues

associated with this progress and the necessity of devel-

opment of adequate privacy protections remain impor-

tant considerations.

Breaches of privacy
With the number of smart appliances skyrocketing

into the technological infinity and beyond, so too will

the number of cloud services that assist with storing and

facilitating the transmission of that data from location to

location.

Putting aside cybersecurity concerns such as deliber-

ate hacking into systems, the mere fact that our infor-

mation is transmitted over the internet, stored and

organised into meaningful data to enable personalised

user experience of a range of devices is enough to warn

of potential breaches of privacy.

Tech giants such as Google, Apple and Amazon have

come under scrutiny for breaches of privacy in relation

to data that their smart devices such as the Google Home

Assistant and Amazon’s Alexa have collected. For example

in 2017 Google Home mini devices received significant

media interest after they were found to be recording and

transmitting information back to Google when the users

were not intending them to.3

Your information may be stored and accessed by

various organisations due to all of the inadvertent

agreements to uses of data that you may not realise you

have agreed to. In addition to this, the expansion of data
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collection through the IoT is likely to also result in, for

example:

• online profiling and exclusionary targeting

• exploitation of consumer vulnerabilities through

online profiling

• price discrimination using accumulated data

Privacy protections in Australia — concerns
and improvements for the future

Under the Privacy Act 1988 (Cth), there are certain

Australian Privacy Principles (APP) which prescribe the

manner in which certain entities deal with the collection

and use of data. These entities under the Privacy Act are

called APP entities which include any private and

non-profit organisations with an annual turnover of more

than $3 million and data companies. These APP prin-

ciples govern the way organisations can collect, use and

disclose information about individuals in Australia.

The intended effect of these APPs is to ensure that

entities make available an up to date privacy policy

which clearly spells out what information they collect

and how they use your information. In particular, they

must not collect your information unless it is reasonably

necessary for the entity’s functions. They must also

notify you of the data they collect and your rights in

relation to the data.

However whilst APP entities must comply with the

APPs, compliance in practice is different for each

entity.4 The frequent use of terms such as “reasonable”

and “reasonably” in the Privacy Act to qualify a test or

obligation on APP entities gives them some leeway to

implement the APPs in a way that suits their business

model. Unfortunately for consumers this means that

there is not much clarity on whether an APP entity’s

actions have breached the APPs. With the lack of

significant penalties and direct right of action for con-

sumers, entities may also be less motivated to consider

how best to comply with the principles.

Consumer information captured under the
Privacy Act

The Privacy Act defines two types of information:

personal and sensitive information. Personal information

is defined as:

… information or an opinion about an identified individual,
or an individual who is reasonably identifiable:

(a) whether the information or opinion is true or not; and
(b) whether the information or opinion is recorded in a

material form or not.5

To qualify as personal information, there must be a

certain degree of connection between the information

and the individual, which demonstrates that the infor-

mation is “about” the individual. For example, personal

information can include employment details such as

work address, salary and job title, or a person’s private

details such as home address, telephone number or bank

account details. Sensitive information is further infor-

mation specific to such things as racial origin or political

opinions.

The Australian Competition and Consumer Commis-

sion (ACCC) had, in its final report into the digital

platforms inquiry dated 26 July 2019 (ACCC Final

Report),6 recommended that the definition for personal

information be updated to clarify that it captures tech-

nical data such as IP addresses, device identifiers,

location data and any other online identifiers that may be

used to identify an individual. While these types of data

individually may not identify an individual, they can by

correlation be used by Google or Facebook to identify

data about an individual.7

This recommendation was made following various

stakeholder submissions about the uncertainty in scope

of the current definition and whether much of the data

being collected would fall within the parameters of the

Privacy Act’s provisions. It was the general consensus

from stakeholders that the definition should be made as

broad as possible to encompass the continually expand-

ing range of products and systems being introduced that

capture data.

For example, the Internet of Things Alliance Austra-

lia submitted that sensing and actuating products such as

the range of Google Home products have increased

Google’s ability to capture information from the home

that “may, over time, through the use of data analytics,

yield highly personal information such as home occu-

pancy and a wide range of behaviours”. It was further

submitted that much of this collected data would not

currently be considered personal information.8

Accessibility of dispute mechanisms and
complaint procedures

Without effective dispute mechanisms and complaint

procedures for Australians to remedy any actual or

potential breaches of their privacy, the above discussions

simply become academic.

Under the existing regulatory framework, the Privacy

Act currently does not allow individual consumers to

take any direct action against digital platforms or other

organisations that are APP entities to seek compensation

for mishandling personal or sensitive information there-

fore providing them with limited recourse. This means

that consumers have to rely on other bodies to take

action on their behalf, which due to resource constraints

is unlikely unless a mass class action is unveiled.

What recourse individuals do have under the Privacy

Act is constrained to making a complaint to the Office of

the Australian Information Commissioner (OAIC) after
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first complaining directly to the APP entity itself. Out-

comes that can result from an OAIC complaint include

being issued an apology, having a change made to the

practices or procedures of the organisation complained

of, or compensation for financial or non-financial loss.

However, it should be kept in mind that as an organisa-

tion with limited resources, the OAIC have the discre-

tion to decide which investigation to pursue and the

lengths to which they are willing to go. Whilst the OAIC

can investigate complaints for free, the investigation

may take some time to complete due to conciliation

requirements and the results may not always be ideal for

complainants. For example, in the event that the OAIC

does actually take legal action for a “very serious

breach” by seeking a civil penalty, that civil penalty is

not actually paid to the complainant.

It may be prudent for the legislature to create a direct

right for individuals to bring actions and class actions

under the Act against APP entities, as recommended by

the ACCC,9 particularly in light of the increasing num-

ber and types of IoT connected devices in the market.

This right of action in the Federal or Federal Circuit

Court would allow individuals to seek compensation for

interferences with their privacy and overcome the cur-

rent shortcomings with current dispute mechanisms. It

will also further ensure that APP entities are held

accountable and incentivise them to comply with the

Privacy Act.

A path forward — the EU GDPR and
industry self-regulation

Transparency of data collection and consumer under-

standing of exactly what personal and sensitive indi-

vidual data is being held and stored by different organisations

are core privacy issues. Much of this comes down to the

ease in which consumers can enter into contracts to start

using these various products and services, and the cloud

of mystery which tends to overshadow digital activities.

Contracts are, now more than ever, easily entered into

through the exercise of everyday motor habits. For

instance, when you tick a check-box to gain access to a

service such as a phone application , or quickly agree to

terms and conditions for the use of websites and other

miscellaneous applications, or otherwise enter into user

agreements for various software products.

As foreshadowed by the ACCC, many Australians:

• are not fully aware of their privacy rights and

• do not feel empowered to exercise those rights,

particularly in dealings in respect of digital data

These concerns may be addressed by adopting some

of the provisions from the General Data Protection

Regulation (GDPR) and by implementing a comprehen-

sive educative scheme.

GDPR
The GDPR contains a set of Articles created by the

European Union (EU) to regulate data protection and

privacy.10 The requirements of the GDPR are far stricter

than those contained under the Privacy Act, and were

introduced as recently as May 2018.11 The GDPR,

despite being in operation for such a short period of

time, has already facilitated a number of investigations

into how data collectors are handling users’ data and

discharging their GDPR obligations. This is evidenced

by the 21 GDPR investigations recently launched by the

Data Protection Commission of Ireland into organisa-

tions including Facebook, WhatsApp and Apple.12 It can

further be seen by the fine imposed on Google by the

French data protection authority (CNIL) for breaching

the GDPR by combining user data across its services —

fining Google for violating their obligations of transpar-

ency and requirement to have a legal basis for process-

ing personal information under the “ads personalisation”

setting.13

But what parts of the GDPR would we want to

incorporate into our privacy regime? One significant

difference between the two systems is the definition of

personal information, which is contained in Art 4 of the

GDPR. That definition is far broader than the current

Privacy Act definition, including identifiers discussed

above in the context of the ACCC’s recommendations

such as location data and online identifiers.

Another key difference is that there is no Australian

equivalent of the Right to Erasure (right to be forgotten)

contained in Art 17 of the GDPR. As the title indicates,

this Article entitles individuals to the right to obligate

data controllers to erase personal data concerning the

individual without undue delay. The closest thing we

have to this is APP 11.3 which requires APP entities to

destroy or de-identify information when that informa-

tion is no longer needed (subject to the interpretative

hurdles discussed above).

A further asset of the GDPR is Art 20 which provides

the right to data portability. Pursuant to this article,

individuals have the right to receive the personal data

concerning him or her, provided to a controller, in a

structured, commonly used and machine-readable for-

mat and have the right to transmit that data to another

controller without hindrance. The closest similarity we

have is the Consumer Data Right rules under the

Competition and Consumer (Consumer Data Right)

Rules 2020 (Cth) which allows users to request their

data in a machine readable format and allows users to

switch between service providers easily. However, the

Consumer Data Right rules currently only apply to the

banking sector and are thus limited in application.
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Furthermore, under Art 15, individuals have a right of

access to obtain from the controller confirmation as to

whether personal data is being processed, and where that

is the case, access to the personal data accompanied by

such details as the purpose of processing, categories of

data, recipients or categories of recipient to whom the

data is disclosed, and so on.

Also of note is the requirement imposed under the

GDPR for controllers to implement data protection at

the very start of manufacturing devices.14 This requires

controllers to think about how to protect data collected

through the proposed inventions or devices at the outset,

rather than as an afterthought. Some examples of how

this might be done include minimising the processing of

personal data, pseudonymising personal data as soon as

possible, ensuring transparency in respect of the func-

tions and processing of personal data and enabling

individuals to monitor the processing.15 There is no

Australian equivalent to this article in the GDPR.

The compellability of the GDPR scheme stems from

the control which it gives to consumers to regulate the

use of their own data, cutting through the cloud of

mystery that generally overhangs the digital arena. With

the IoT and the huge amount of data IoT devices collect,

it would be of great benefit for Australian legislation to

provide users with the right to request access to and

deletion of their data.

Education

In conjunction with the above, we consider that it will

be necessary for an educative scheme to be introduced

from the government level down, informing consumers

of their rights and avenues of redress. It is crucial that

consumers become fully aware of their rights and the

obligations of data collectors to adhere to them. Con-

sumers need not necessarily need to assert those rights —

so long as consumers become conscientious of what

rights they do have, the circumstances in which they

waive those rights (such as by entering into user

agreements or by continued use), the use that can be

made of their information (both legally and from a

practical point of view) and the standards of privacy to

which their information should be kept.

The ACCC considered that ideal, competitive data-

driven markets competing for well-informed consumers

on all dimensions of price and quality, including level of

privacy protections are achievable when competition,

data protection and privacy, and consumer protection are

balanced. This is, by description, effective industry

self-regulation. The first step to achieving that would be

to combine the incorporation of the legislative recom-

mendations discussed above with a comprehensive and

accessible educative scheme for consumers. This will

then create conscientious consumers and a competitive

market in which APP entities will be self-driven to

provide for and adhere to the best, most transparent and

involved privacy standards.

Conclusion

IoT connected devices are the new trend and they are

not going anywhere anytime soon. In the wake of the

increasing influence of the IoT and the surge of con-

sumer data being collected, we should prioritise the

steps to establish better privacy protections as follows:

• redefining personal information under the Privacy

Act to ensure that all data is captured

• creating a direct right of action for individuals

• adopting or taking inspiration from some of the

GDPR provisions, specifically Arts 4, 15, 17, 20

and 25 and

• providing an educative scheme from the govern-

ment level down addressing all of the above

changes and informing consumers of what rights

they have to retrieve, delete and otherwise access

personal data, as well as to provide information

about how they can keep APP entities accountable

for potential breaches or non-compliance with

requests for data retrieval and/or deletion.
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